


I 
I 
1 

A PROBLEM  IN OPTIMAL SEARCH AND STOP 

by 

Sheldon M. Ross 

TECHNICAL REPORT NO. 113 

September 5, 1968 

Supported by the Army, Navy, Air Force and NASA under 

Contract Nonr-225(53) (NR-042-Ü02) 

with the Office of Naval Research 

This research also was partially supported by the U.S. Army 
Research Office - Durham, DA-31-124-ARO-D-331 at the 
University of California, Berkeley. 

Gerald J. Lieberman, Project Director 

Reproduction in Whole or in Part is Permitted 
for any Purpose of the United State Government 

DEPARTMENT OF OPERATIONS RESEARCH 

and 

DEPARTMENT OF STATISTICS 

STANFORD UNIVERSITY 

STANFORD, CALIFORNIA 

I 

for public reloose and «de; i 
jistributioTi Is unL'ri'cK! 

approval 

"••illMllHi^m^ 



1 

I 
I 
c 
t 
[ 
i: 

[ 

NON-TECHNICAL SUMMARY 

We suppose that a complex machine,  consisting of m parts,  has 

broken down.     Checking  the  1      part  leads  to a cost  c    and spots  the 

defect with probability  a.   If the  fault  Is  there.     Ar discrete  time 

points we must decide either to check one of  the parts cr else to 

Junk the machine.    Junking the machine might be done,  tor Instance, 

If we felt  that  the  fault was In a part which would be too expensive 

to detect.     A penalty  cot-c  R Is  Incurred If  the machine Is Junked. 

The problem Is  posed as a sequential search  and stop model which 

is  shown to Include  the  above In a special case.     A prior probability 

vector P -   (P P  )   is   given -  i.e.   P    =  P   (fault   in j1    part),   and 

a major result  is  that  in  the above problem an optimal policy either 

searches a part with  the maximal present probability per cost  of 

finding the  fault  there,   or else it Junks  the machine. 

f 
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A PROBLEM   IN OPTIMAL  SEARCH AND  STOP 

Sheldon M.   Ross 

■ 

I.     Introduction and Summary 

The  following model   has been considered  in the   literature:     We are told 

that  an object   is hidden   in one of m boxes a.d we are given prior prol»- 

abllitles pj     i-l,  2 m     (Ip? -  I)  that  the object   is   in  the  ith 

box.    A search of box  i  costs c.   (c.   > 0), and  finds  the object with 

probability a.   if the object   Is   in  the box (i.e.   I   - a.   is  the over- 

look probability for the   i       box).    At  the beginning of each  time 

period  t ■  I, 2,   ...   a box  is  searched; and the process ends when th> 

object   is found. 

Blackwell   (soe  [f])  has  shown   that   the  strategy which at   tirre   t  searches 

a box with  the  largest  present  value  of a.p./c.   minimizes   the  expected 

searching  cost;   (where p.   is  the posterior probability at  time  t  that 

the object   is  in box  i).     Chew [3]  and Kadane   [4]  have shown  that  if 

c,   ~   I   then  this  strategy also maximizes  the probability  that   the 

searching  cost will  be  less  than A  for every A  > 0. 

In  this  paper  in order  to mofivati  the  search we  Suppose  that  a  reward 

R.     i"l,   ...,  m    is earnad   if   the object   is  found   in  the   i       box.    We 

also  suppose  that  the  searcf^er  may decide  to stop searching  at  any  time 

(for example he may  feel   that   ehe  rewards are not   large enough  to justify 

mm 



Page 2 

the searching costs).  If the searcher decides to stop before finding the 

object then from that point on he Incurs no further costs and of course 

receives no reward, 

In the second section of this paper we show that an optimal strategy 

exists and Is defined by a functional equation. The optima) strategy 

Is exhibited In a special case. The third section deals with the op- 

timal n-stage return function. The fourth section presents some 

counterexamples, and In the fifth section we present the major results. 

Speaking loosely we show that the optimal strategy either searches the 

box with maximal value of a.p./c, or else It never searches that box. 

Also, if rewards are equal, R. = R, then the optimal strategy either 

searches the box with maximal a.pj/c, or else it stops.  In the final 

section we assume that R. = R and present a sequence of strategies 

converging to the optimal. 

*■ ■*—   - - ' — 
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Optimal   Strategy 

A strategy Is any sequence   (or partial  sequence) 5 •  (5.,   ..., 6 ) where 

e  {I, 2,   .... m)   for   l-l s and  s c (0,   1,   2,   ...«}.    The pol icy 'I 
,th 6   instructs the searcher  to search box 6,  at  the   I*" period and to stop 

searching  if the object  hasn't been found after the s      search,     (s * 0 

means  thot the searcher stops   immediately and s ■ ^ means that he doesn't 

stop until he finds  the object). 

For any strategy 5 and any P -   (pj,   .... pm), pj ^0,  Epj  - I,  let f(P,<5) 

be  the risk (expected searching cost minus expected reward)  incurred when 

P  Is  the vector of prior probabilities and strategy ^   Is employed.    Also 

let  f(P) - Inf f(P,6).     Then   it  follows from standard arguments  (see for 
6 

Instance [i] P.  83)  that 

(I) f(P) - mln JO,      min        |c 
(        l-l,..,m ' i-ViR, + <' -Vi)f(Tip)|} 

where TjP - ((TiP^, ..., (T.PJJ    l-l, 2, ..., m,  and where 

PjO -«iP.) 
-I 

j *  I 

(2) (T.P)j 

(I - a|)Pr(' " V])'1  J - 5 

Thus (T.P). Is Just the posterior probability that the object is In box 

J given that a search of I has not uncovered it. We shall say that the 

process Is In state P at time t If P denotes the posterior probability 

vector at time t. 
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In order to show the existence of an optimal strategy let R ■ max R. and 

consider a related process (the prime process) with c. * c.t a. «= a., but 

with R. ■ R. - R.  However for this new process we suppose that a penalty 

cost of R units is Imposed if the searcher decides to stop searching be- 

fore finding the object  Now it is easy to see that for < ny strategy 6 

which terminates (elth*- by finding the object or by stopping) in finite 

expected time we have f (P,6) ■ f (P,<5) ■ R, and since these are the only 

strategies we need consider, (any strategy which doesn't terminate in 

finite expected time ha« f(P) - f' (P) - ») it follows that any strategy 

optimal for the p ime process is optimal for the original one.  However, 

the prime process is a dynamic programming process with a finite number 

of possible actions available at each stage and with non-positive returns 

at each stage (since R. £0V').  It then follows from Strauch [i.] that 

an optimal strategy exists and also that the optimal strategies may be 

characterized as those strategies which when the process Is in state P 

chooses one of the actions which minimize the right side of (I), I.e. for 

such a 6*. f(P, 6*) - f (P) for all P. 

The importance of rigorously proving that an optimal policy exists and Is 

determined by a functional equation cannot be overemphasized. For example 

in the above suppose we relax the condition that c. > 0 and let c. ■ 0. 

Then if a.p, > 0 It Is clear that for any strategy 5 ■ (5.,...,6 ) i 

(I, I, I, ...), f(P, (I. 6, 6S)) < f(P. (6, 6s)) (since a 

search of  1   is  free)  and  thus the only possible optimal   strategy would  be 

i       ' 

The above argument also shows  that   there   is  no additional   generality 
gained   in assuming  that  a penalty cost  c   is   incurred wKen  the searcher  stops 
without  finding   the object,  as  this  process would  just  be equivalent   to  the 
original one with  rewards R. + c  instead of R.. 

■MarfHUMiaa - - i 
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6. - (I, I, I, ...).  However f(P,£ ) = p R. and it Is clear that this 

need not be maximal.  For example if c. • 0, a. - 1/2, p. - 1/10, R, - 10 

and c2 ■ I, a2 ■ I, p, ■ 9/10, R2 - 10 then f(P, (5,) - I while 

f{P. (I, I I, 2. I, I, I, ...)) - ~ I0(l-(l/2)n) + 9(1/2)" + -j^-S t |i 

Also the strategy determined by the functional equation turns out to be the 

(non-optimal) strategy 6..     (The reason that the existence proof given above 

breaks down is that since c, ■ 0 It no longer follows that all strategies 6 

with Infinite expected termination time have f(P,6) » <*}. 

Now consider the class A of strategies 6 '   (&.,   .... 6 )  for  which s - *. 

Any policy 6 e A which finds the object with probability 1 will have 

f(P,i5) ■ EfL - Z  p.R. where L is the searching cost incurred; any 6 £ A 

which has positive probability of never finding the object has f(P,<5) «■ <*>. 

Thus among the class of policies which never stop searching until the object 

Is found the one with minimal expected searchirg cost is best.  Thus by 

Blackwell's result Lhe strategy 5^ which when in state P searches the box 

(or one of the boxes) with the maximal value of a.p./c. is optimal amorg 

the polIcies in A, 

Lemma 2.';  IfanR  >.,. c 
     aiP'Ri >  Ci f-r some ' then no optimal strategy stops 
searching at P ■ (n      n  \       it 

lPl ?m>-     lfaiPiRi ic. for some i then there is 
an optimal strategy which doesn't stop at P. 

: 

I 



Proof;    From  (I) we hdve that 

f(P) < c, -a^jR, ♦  (|  - op )f(T P) 

< 0* (I - ttjp^fCTjP) 

< 0 
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»nd so f(P) < 0 and thus no optimal  policy stops at P.     If oifP|R, ^ c. 

then f^P)  5 c,  O^jR, ♦ (I  - OjP^fd,?) £0.      Now If f(P) - 0 then 

f(P) - f|(P) and so searching  I   Is optimal;   If f(P) < 0 then stopping 

Is not optimal. 
Q.E.D, 

m 
Theorem 2.2; If ^ y^R, < I then 6. Is optimal, I.e. f(P,ÖJ - f(P) 

for all P. 

Proof: For «ny P, If maxfc^R, - c,) > 0 then there exists an optimal 

strategy which doesn't stop at P. So a necessary conditi n for every 

optima! strategy to stop at P is for 

VlRl <c| for all I 

-> p, < CJ/OJRJ   for all I 

•>  I < SCJ/O^RJ 

So If ZC^OJR, < I then for every p there is an optimal strategy which 

doesn't stop at P. Thus an optimal strategy exists In A which implies 

that 6,, Is optimal. - E D 

•• 

I 



I 
! 

.; 

Page 7 

3. The Optimal Return f (P) 

Theorem 3-I:  f(P) is a concave fu"Ction of P. 

Proof:  Let f. (6) be the conditional risk given that the object is in i 

and strategy 6 Is employed, i-l, ..., m. Then f(P.5) ■ Ep,f.(6). Now 
I 

let P - XP1 + (1 - X)P2, then 

f(P) - Inf f(P,6) 
6 

- inf f{XP]  + (1 - X)P2, 6) 
6 

- igf Z  (XP1 + (I - X)P2)jfi(6) 

> X inf E P!f.(6) + (1 - X) inf I  P?f.(6) 
6 i ' ' 5 i 

- x fCp') + (i - x)f(p2) 

Q.E.D. 

Corollary 3-2: The optimal stop region S ^ (P : f(P) ■ 0} is convex. 

Proof: Suppose P - XP1 + (1 - X)P2 and f (P])  - f(P2) - 0. Then 

f(P) £ 0 by (I) and f (P) ^ 0 by the above. 

Q.E.D. 

Let 

(3)     fi^i5) - min JO, min c, - a.p.R. W 

fn(P) - min 0, minjc. - a.p.R. + (1-a.p.)fn.|(T.P) |     n > 1 

Thus fr(P) is Just the minimal risk incurred if the searcher is allowed at 

most n searches. Clearly f (P) > f  fP) > f(P) for all n, all P, and it 
n  — n+1   — 

in—i—ti 
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$eem$ reasonable that f (P) I f(P) as n f «>. This ts shown In the 
n 

following. 

Letting c ■ mln Ci, D - max (R, - c,) 
I I I  vl 

Theorem 3-3; fn(P) - f(P) < — all n, all P. ^————   n ^ nc 

Proof; Let 6 be an optimal strategy, let T be the random number of times 

6 searches before terminating, and let 6 be 6 terminated at n, i.e. 

^.. ■ (Si ••• $  )• Then n   i    (An 

(4) f(P) - f(P,6  ) - E JX   |  T < n]Pr[T < n]  4 E JX   | T > n]Pr(T > n] 

and 

(5) fn(P)  < f(P,Ö*) - E A(X   |  T < n]P  [T < n]  4 E #[X  | T > n]Pr[T > n] n        n    fi      -   r  -     fi» r 
n 

where X denotes the total cost Incurred (and everything is understood to be 

conditional on the prior probability vector P). Thus 

(6) fn(P)  f(P) < E JX | T > n] - E JX | T > n] Pr[T > n] 

ID Pr[T > n] 

To get a bound on P [T > n] we use (A) to get 

(7) 0 > f(P) > -0 Pr[T <_n]   *  (-0 + nc)Pr[T > n] 

-D ♦ nc P .T > n] 

or 

(8) Pr[T > n] < 0/nc 

The result follows from (6) and (8) Q.E.D. 

1 

I 
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' orollary }.k:     If a.R. < c. for all 1 = 1, 2, ..., m then f(P) ^ 0, i.e. 

:he policy which never searches is optimal. 

1 Proof;  It follows from (3) that f,(P) - 0, and by induction that 

rJ.E.D. fn(P) = 0 for all n, and thus by the above f(P) E 0. 

The above Corollary may also be proven directly by letting e be the 

m-vector of all zeroes except for a one in the I   spot.  If a.R. < c, 
ill 

for all   i   then by   (1)   It  follows  that  f (e  )  « 0,   i-1 m; and  thus 

by concavity  f(P)   = 0. 
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h.    Counter'Example» 

Consider the following three conjectures: 

1. If c. > R. then an optimal strategy will never search box 1. 

2. If an optimal strategy doesn't stop at '-' then It searches a box 

with maximal a.p./c., 

3-  If m Is the number of boxes then an m-stage look ahead strategy Is 

optimal; where an m-stage look ahead strategy Is defined as any 

strategy which stops at P If fm(P) ■ 0, and searches the I1 box 

.t P If f.W.c, -a^R, *  (I - V|) ViV). 

I 
I 

We shall now give examples showing that each of these conjectures need 

not hold. 

Example 1: a, -1 a2.1 

P, - 3^ P2 - IA 

c|-5 c2 • 10 

R.-O R2 • 210 

If the searcher first searches 2 and then acts optimally his risk Is 

10 - T- 210 ■ -170/'»; while if he first searches I and then acts opti- 

»ally his risk Is 5 - ]p 200 - -'♦S < -I70/A. Thus the optimal strategy 

starts by searching I. 

Example 2; . - 1 a2.| 

, ■ 3A P2 - I/A 

1 ' ,0 c2 - 10 

1 - 0 R2 - 210 

1 
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If the searcher first searches 1 then his mHimol risk is 10 - r- 200 = -^0; 

while if he first searches 2 his minimal risk i •, 10 - T- 210 < -bO.     Thus 

the optimal strategy starts by searching 2.  However a.p /c, "  rr >  rvr " 

a2P2/c2. 

Example 3: a,   -   1 a2 -   .65 

Pl   =   •" P2 -   .6 

c,   = 50 c2 = 50 

R,  -   100 R2  =   100 

It can  be checked  directly  that f~{.b,   .6)  =  0 and  so the   two-stage   look 

ahead   strategy  stops.     However 

fA.k,   .6)   =   .M-50)  +  .6[100 -   (.65)100 +   .35(50 -  100(.65))]   <  0 

and so the two-stage look ahead strategy is not optimal. 

Thus none of the conjectures need be true.  We will later show, however, 

that in a special case (R. 3 R) conjectures 1 and 2 are in fact true. 

JM^^^^M mmmm 
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5.  Main Theorems 

For any strategy 6 let (1, J, 6) be the str :ec;' which first searches i 

then J and then follows strategy 6. 

We shall need the following 

lemma 5-^ For any strategy 6 such that f{P,ö) < « 

f(P,(I.J,6)) > f(P,(J,l,6)) 

Iff     OjPj/Cj      <     ajPj/cJ 

Proof; 
a P /I 

f(^(l,j.«)) - c,  - ajPjR, +  (l-a,?,)    c,  - Rj   ^Jp    +\ 

f(P.(Jtl.6)) - cj  -    ^PJRJ +  (l-ajp.) ^  - R. T^J^' 

a.p.     \ 
T^1—   f^-TjP.- 

rj   ' f T,T.P,6i 
J J / j 

now since    T.T.P ■ T.T.P  It  follows thai: 

f(P,(I.J,«))  -  f(P,(J.M))  - Ojp.c.   - QjP^. 

Q.E.O. 

Notation;     For any policy 6 ■   (6, 5 )  and u < s,   let 

sp- 
Thus B  Is just the posterior probability vector given that 6 is employed 

o, t 

and the item has not been found after t searches. 
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i Theorem 5.2:  If a.p./c. ■ max a.p./c.  then 

1. .       0 A       * 
(a)  If a.p.R. ^ c. then there is an optimal 5trafegy o having 6, • I 

(b)  If there does not exist an optimal strategy with 5. - I then no 

optimal strategy ever searches i. I 
I Proof:  (a) We first show that there is an optimal strategy 6* having 

1 \ " ' ^or  Sünie ^ f. s-  ^or suppose that no optima! strategy ever searched 

I; then for any optimal strategy ^ > I P ^  )• i Pi ^or  a'' t an^ so ^V 

Lemma 2.1 the optimal strategy need not stop.  But then 6  is optimal 

and so there would be an optimal strategy with 6. ■ i. Thus there is an 

* * 
optimal strateg> 6 which searches i.  Let k be the first time 6 searches 

I.  If 

cp.   J-i 

where c. < c 
J - 

I 
I 
I 
Ik j<  I     then since / p  . I .  - \       A 

Ilt  follows  that a./p   . |./c.     ■    max a.lp )./c.;  and so by Lemma 
'y 6  .k-2|,     ' J\ 6  ,k-2/J    J 

1 
I 
! 

5-1 there is an optimal strategy with 6  . » i.  By induction we see that 

there Is an optimal strategy with 5. » I. 

* (b)  We have shown by the above that If an optimal strategy 6 

* * 
has 6. « i for some k then there is an optimal strategy with 5. ■ i. 

Q.E.O. 

Corol lary  5.3:     If a.p,/c.   > a.p./c.     for j i<   I   ther 

(a) every optimal  strategy has  6,   ■   i 

or 

(b) no optimal   strategy every  searches   I. 

■■ 



Page 1^ 

Proof;  Follows in the same manner as in the previous Theorem. 

Note that If the state of the process at time t is P then from that point 

on we can consider the process as starting anew with prior probability 

vector P. Thus at time t It Is optimal to search the oox with the 

largest present value of ap/c or else that box Is never searched from 

that point on. We are able to prove a stronger result In the special 

case where all rewards are equal. 

Theorem S.1*: Suppose R. = R for al'j I.  If a.p./c. ■ max a.p./c. then ————— i ' '  '   i  J J J 

either 

(a) there Is an optimal strategy with 6. ■ ! 

or 

(b) the onh optimal strategy Is the one which does not search, i.e. 

s - 0. 

*   *      * * 
Proof:  Let 6 " (5i 6 ) be an optimal strategy.  If 6 ever searches 

i then we can show by successive permutations (as in Theorem 5.2) that there 

Is an optimal strategy with 6. ■ I •  If 6 never searches i then s < », for 

If 6    didn't stop and never searched i then it would have infinite risk and 

so wouldn't be optimal.  Suppose now that s i< 0 and let k » 6 . Since k will 

be the last search made It follows that % 
A 6 ,s- )k R — ck ^or e'se 't 

would be bettei .:-» *'» make the last search).  But since 6 never searches 

I It follows thatlp'^.  1,   , p',.   I,  and thus It follows that(p°  V        ^p°    V  anc 

'i 

c, c.     „0   - c,     Ä     - 
1/R 

*mm 
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But then by Lemma 2.1 it would be optimal to search i at time s + I, and 

so by the above there would be an optimal strategy with 6. ■ I. 

Q.E.D. 

In a similar manner we may prove the following 

Corollary 5-S'     If R. S R and if a.p./c. t  max a.p./c., then any strategy 

6 with 6. - i is not optimal. 

Proof:  Let t  be such that a«p„/c« ■ max a.p./c..  If 5 searches I  at some 

time then by successively permuting and using Lemma ^i It follows that we 

may (strictly) improve upon 6.  If 6 never searches I  then by the same 

reasoning as used in the above Theorem it follows that 6 can't be optimal. 

Q.E.D. 

Thus when all rewards are equal it Is either optimal to search a box with 

the maximal value of a.p./c. or else it is optimal to stop. 

In HI Chew considered the problem where there is no reward given for 

finding the object but where there is a penalty cost C Incurred if the 

searcher stops without finding the object. He also supposed that a. - 0 

and p. > 0.  (Thus there is positive probability that the object is in 

the first box but with probability one a search would overlook it.) 

Actually Chew supposed that Zp.   <   I. However this is clearly 
0        ' ' 

equivalent to having Ep. ■ I and having a box with an overlook probability 

of one. 

am 
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He showed that If c. = 1 then the optima) strategy either searches the 

box with maximal a.p./c, or else stops. However, as was previously pointed 

out, this problem Is equivalent to the one we've considered with R. = C. 

Thus Theorem $•**  may be considered as an extension of Chew's result to 

non-constant costs and to general overlook probabilities. 
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I 

I 

6. Approximations to Optimal Strategy 

In this section we suppose that R. = R, and exhibit a sequence of 

strategies which converge to an optimal strategy. 

Let 6 " (öl o ) be an optimal strategy which either when in state 

P stops If f(P) - 0 or else searches a box with maximal value of a.p./c., 

* 
Let T be the random number of stages 6 searches before terminating, and 

recall that c ■ min c.  We shall need the following: 

-M: pr(T >")!(' -TT^J       f0 

Proof: 

The minimal value of max o.p./c, Is achieved by that vector P having 
,       ill 

(9) v/c,  - V2/c2 "  ••••  " VnAm 

and thus 

I (10)        mln max a.p./c.   ■ y- 
P      ' i     Ci/aI 

Now each time 6 searches a box with maximal value of a.p./c. Thus each 

time 5 searches a box (say box j) the probability a.p. the item will be 

found Is such that 

c. 
(,,)  ap ij-J  > r^75r 

I J J    c /a       i  I 

I 
The result  follows   Immediately. Q.E.O. 
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Now let 6 - (6. , .... 6 ) be the strategy which when in state P st ops 

If ' (P) T  0 or  vise searches a box with maximal value of a,p,/c., I.e. 
n i ir j        I  ' 

ln.„,„jk,fn(po.J.oj Since f   (P) +  f(P)   It  follows  that n 

$    + $ as n f «. n 

Recalling that  D ; max  (R - c.) - R - c we have 

n+s 
Theorem 6.2:     f(P,ön)  < f(P) + D(l  - c/Ec./a.)      n    for all  P, all  n 

Proof :     f(P.6n)   "  f(?) - -f/p ,       \P   (T > $  ) 

'-(v..) '(v..) Pr(T > 5n) 

<    0 Pr(T > n)  Pr(T > sn) 

where the  last   Inequality follows from  (6).    The result then follows from 

Lemma 6.1. 

Q.E.D. 

In order to effectively apply the policies (5n, n >_ I, we need to be able 

to characterize the continuation sets A = P: f (P) < 0 . These sets n      ( n | 

can be constructed as  follows: 

(12) A,  - JP:  1 i:  c,  - a^R < oj 

A2 - A,U   B2 

where 
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(13)        &2 - ( P:   ] i.J:  c,   - ajPjR +  (l-a.p.)  c.   - ^(T,?),«] < o} 

(I       I.J 
Noting that   (T.P), -   (l-a.6.,)pI(|-a.p.)"'    where    6 

'   'J i-ij/Kjv  -in 'U 0      MJ 

we can write 

("») B, -jp^i.j:   Cl - ^PjR + c.   - a.pjR - aipjCj + OJSJJPJR  < 0 

Similarly 

A3 - A2 U B3 

where 

(15) B3 -  JP: ji.j.k:  c,  - ot.p.R +   0-a.p.) Tc .-a. (T.P).« 

(,-aj(Tip)
j
)(Vak(TjTip)k

R)] <  0 

1,   , P: ji.j.k:  c.  - ajp.R + c.  -  a.p.R + ^ . o^R 

" ^P^j "  ^iP; + ajPj)ck+ ^ijPj^*^ 

+ ak PkR^k + ^ - ak 6|k 
6jk 

PkR ' 0 

t 

Similarly the other A*    - A    , U B    may be obtained.    Also we may   let n n-1 n 

(16)        B] -A, 

B2 -jP-i^J:  c,  -  ctjp.R + C.  -  a.p.R  - a.p.c.   <oj 

B3 "    P:3 Wk:  c,  -  ajp.R + c.   -  a.p.R + ck - O^R 

.1 

ajp.cj -  (ajp, + ajPj)Ck <o 

I Then B^ cB    and we may approximate A    by     [J B.'.    We also note  that 

B,  - A,  and B2 - A.. 'I  ""I 
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